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Abstract

Many individuals are motivated to exert effort because they care about their jobs, rather
than because there are monetary consequences to their actions. The intrinsic motivation of
bureaucrats is the focus of this paper and and four primary results are shown. First, bureaucrats
should be biased. Second, sometimes this bias takes the form of advocating for their clients more
than would their principal, while in other cases, they are more hostile to their interests. For
a range of bureaucracies, those who are biased against clients lead to more efficient outcomes.
Third, self-selection need not produce the desired bias. Instead, selection to bureaucracies is
likely to be bifurcated, in the sense that it becomes composed of those who are most preferred
by the principal, and those who are least preferred. Finally, incentive contracting can reduce
effort exerted, by affecting who chooses to become a bureaucrat.



1 Introduction

Employees often have little monetary reason for doing what they do. Among these are bureaucrats

like social workers, teachers, nurses, police officers, and INS officials, whose actions typically have

little or no effect on pay, yet things usually get done. As Wilson, 1989, puts it, “what is surprising

is that bureaucrats work at all..rather than shirk at every opportunity” (p.156). In these and

other occupations it is non-financial objectives - making a difference, helping those in need, keeping

the nation safe, etc. - that act as motivation. The purpose of this paper is how such “intrinsic”

preferences affect efficiency, and to address whether those hired are likely to exhibit the kind of

preferences that increase efficiency.

Four primary results are shown on the nature of bureaucracies. First, bureaucrats - those who

intermediate between the objectives of a principal and the clients they affect - should be biased,

not sharing the preferences of those whose objectives they implement. Second, this desired bias

varies by the kind of activities they carry out. In some instances, they advocate for their clients

more than would their principal; while in other cases, they are more hostile to their interests.

Third, self-selection need not produce the desired kind of bureaucrat. Instead, if there is sufficient

disagreement among potential applicants about desired outcomes, bureaucracies become composed

of those who are most preferred by the principal, and those who are least preferred. Finally, more

intensive use of monetary incentive contracts can reduce effort exerted, by having an adverse effect

on who chooses to become a bureaucrat.

There is a large literature in political science and public administration on improving the effi-

ciency of public bureaucracies.1 This literature tends to focus on employee selection - hiring and

retaining workers with the right motivations - rather than the contractual design issues of the

economics literature, where pay depends on some measure of performance.2 Bureaucrats typically

carry out some action that affects the welfare of clients - police officers arrest suspects, INS officials

deny visas to applicants, benefit officers give welfare to those in need, and so on. Specifically, the

role of bureaucrats as advocates for their clients is often emphasized, and perhaps the most popular

prescription for improving the quality of public services is the recruitment and retention of workers

1A notable feature of the economics literature on improving the efficiency of public bureaucracies is its emphasis
on “macro” features, such as political accountability of principals, or the role of competition, rather than on the
agency concerns of low level functionaries, those who typically make the front-line decisions.

2This is not because researchers have not thought of making pay depend on performance measures. At times, the
issue of using compensation to align incentives is simply ignored as infeasible or counterproductive. Yet recent work by
Brehm and Gates (1997), which explicitly evaluates the relevance of recent work in agency theory, ultimately concludes
that although monetary incentives are not irrelevant, “the overwhelming evidence..indicates that the bureaucrat’s
own preferences have the greatest effect on behavior” (p.196), and notes that a weakness of the economics literature
is an over-reliance on “leisure- or budget-maximization, and ignore policy-oriented preferences”.
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whose goals coincide with those of their clients.3 Yet it would be hard to claim that such coincidence

of preferences characterizes all bureaucrats. In fact, a more commonplace characterization of many

bureaucracies would be indifference to their clients, or in some cases an outright hostility towards

their clients’ wishes. Such accusations are routinely leveled at institutions such as the Immigration

and Naturalization Service, the Internal Revenue Service, and many police forces. The alignment

of interests between clients and bureaucrats plays a central role here.

Oversight of bureaucrats rarely occurs through the use of explicit contracts relating rewards to

observable outcomes.4 Instead, objectives are (at least partially) aligned by the twin mechanisms

of intrinsic motivation and sporadic oversight. Consider the case of a social worker charged with

giving benefits to clients. Welfare departments do not offer explicit pay for performance plans;

instead, the focus is on selecting (and retaining) employees with intrinsic characteristics that lead

them to make better decisions.5 Yet there is also oversight of social workers, where supervisors

oversee how caseloads are being handled. But this oversight is typically not random: instead it

tends to be triggered by signals that errors have been made.

In this context, biased bureaucrats are typically preferred to those who share the principal’s

preferences.6 The task of a typical bureaucrat is to make a decision on allocating a benefit to a client.

The agency problem considered here is where the bureaucrat or agent exerts effort to identify more

accurate treatments for a client (for example, a doctor must incur costs diagnosing appropriate

treatment for a patient, or a police officer spends costly time accumulating evidence against a

suspect). I assume that potential bureaucrats vary in how they view allocative inefficiencies: some

are more bothered by errors which favor clients whereas others are more affected by those which

harm them.7 This is formally modeled here by assuming that individuals vary in their altruism

towards the client. The principal would like accurate assessments from the bureaucrat. But altruism

affects effort decisions because it causes them to internalize client preferences. Altruism then affects

incentives through the rather simple mechanism of whether clients want more accuracy: in other

3For instance, in perhaps the best known study of street-level bureaucrats, Lipsky, 1980, argues “that street level
bureaucrats should be advocates for their clients is articulated explicity in the professional training and canons of
lawyers, doctors, social workers, teachers and others”, and “those who recruit themselves for public sector work are
attracted to some degree by the prospect that their life will gain meaning through helping others” (p.66). For other
work that stresses the importance of these kinds of selection concerns, see Warner et al., 1963, Goldsmith, 1991,
Goodsell, 1981, Kadushin, 1985, and Derthick, 1979.

4This is, of course, because there are typically few objective measures of performance that one would want to readily
use to reward these agents. See Johnson and Liebcap, 1989, and Dixit, 2002, for more details on the compensation
of bureaucrats.

5See Section 3 for the relevant research.
6This differs from recent work by Aghion and Tirole, 1997, who build a model of delegating authority based on

the congruence of preferences between agent and principal.
7For instance, some see the costs of incorrectly giving welfare benefits to an undeserving candidate as less important

than failing to give these benefits to a deserving case, whereas others would disagree.
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words, do clients want bureaucrats to offer more accurate diagnoses?

There are two issues that determine how intrinsic preferences affect efficiency. The first concerns

the alignment of the interests of the client and the principal. Begin by considering instances where

a client only wants a particular treatment if it is efficient from the perspective of the principal.

As a concrete example, consider a patient being considered for coronary by-pass surgery: he only

wants that treatment if his disease truly warrants it. As the interests of the principal and the client

are aligned, the client desires a more informed bureaucrat. It trivially follows that more altruistic

bureaucrats increase efficiency.8 But there are many situations where the interests of clients are

opposed to those of the principal. There are some instances where preferences are so opposed that

those who should be denied a benefit derive the most benefit from receiving it - for instance, those

who have cheated on their taxes most desire not to be investigated. In this instance, the optimal

policy is to hire workers who are biased against clients, because, on average, clients benefit from

less informed bureaucrats.9

The second issue that affects desired bureaucratic preferences is the asymmetry of oversight;

more simply, how likely are mistakes to be corrected? In Prendergast, 2003, it is argued that some

bureaucratic mistakes are more likely to be corrected than others. Take a trivial but conceptually

relevant example - receiving change from a retail assistant, and suppose that a retail assistant

randomly makes errors in giving change to customers. That randomness, per se, has no effect on

customer welfare, except that the customer can point out errors when she received less than she

should.10 Because clients can partially correct errors from which they lose, they benefit from less

informed agents. In effect, clients (and sometimes other parties) can operate as whistleblowers.

This asymmetry implies that those who are less altruistic are preferred.

This second effect is relevant in two situations. First consider the case where the client values

the allocation equally whether he deserves it or not: for instance, avoiding a traffic fine. Then,

with symmetric oversight, the client is (on average) indifferent about the bureaucrat’s accuracy

8As Wilson, 1989, puts it, this sense of mission “enables administrators to economize on other kinds of incentives”
(p.95). See Dewatripont et al, 1999, for formal work on the role of missions in the public sector.

9To see this, note that greater accuracy means that it is more likely that a taxpayer be investigated when guilty
of evasion (which he prefers not to have happen) but less likely when innocent (which he would like to occur). But
as the client benefits more from the error of not being investigated when guilty more than being investigated when
innocent, he prefers a less accurate agent.

10This is not an isolated case. Perhaps the typical agency problem takes the form of someone intermediating
between a principal and a consumer. For instance, a waiter intermediates between the restaurant and a patron, a
police office intermediates between the objectives of her department and a suspect, an auto mechanic intermediates
between a car owner and his employer, and so on. In the absence of explicit pay for performance contracts, probably
the most important method of oversight is to use consumers to identify mistakes. For example, patrons in a restaurant
complain to the manager if a waiter’s performance is poor, a car owner will return the car to the shop if it is not
fixed, suspects can file suit if a police officer uses excessive force, and so on.
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(as this simply adds randomness). But if clients can help to overturn those decisions that harm

them, this implies that the benefit more from inaccurate assessments, and so hostile agents are

preferred. Second, there are instances where clients interest are somewhat aligned, in that they

value a treatment more when it is truly needed, but value in anyway. One example is being approved

for medical tests, which patients would like even if not truly ill (“just in case”), but value them

more when they are ill. As the client benefits more from correctly getting benefits than he gains

from incorrectly getting them, this would suggest that more altruistic agents would be preferred.

However, the second influence on bureaucratic bias, the role of client oversight, that can overturn

this conclusion. The desirability of client advocates in this case depends upon three factors. First,

how much more does the consumer value the good when the principal believes it to be needed?

Second, how capable are clients at pointing out errors which harm them? Third, how easy it is to

correct these errors? This framework is used to argue that the preferences of those who work for

the INS, IRS, and benefits offices are likely to differ from those of medical personnel, social workers,

and teachers.

These results illustrate a preference for biased bureaucrats. But bureaucracies will only exhibit

this bias if the supply of individuals for these positions matches the principal’s demands. If the

principal can easily identify agent preferences, he could base hiring and firing decisions on these.

This seems unlikely in many occupations. Accordingly, in Section 4, the issue of whether bureau-

crats with the appropriate bias can be induced to self-select is considered. As mentioned above,

incentives for most bureaucrats are crude, and often take the form of being fired for malfeasance.

This is addressed here by assuming that incentives are provided by efficiency wages; the desire to

carry out appropriate actions is based on the higher likelihood of retaining a valued job. In this

case, it is shown that with sufficient dispersion of preferences, selection to bureaucratic positions

becomes bifurcated, in that the bureaucracy consists of (i) those who are most preferred by the

principal, and (ii) those who are least preferred by the principal. In other words, the people who are

likely to be deterred from applying for bureaucratic positions are those of intermediate preferences;

those with extreme preferences who become bureaucrats.

Furthermore, there is a tension between the ability of wages to induce effort exertion and their

ability to aid recruiting. Specifically, conditional on being employed, more incentives result in

more effort, as is standard. But incentive pay can harm recruitment, as agents with less intrinsic

motivation choose this occupation; in effect, they do it “for the money.”11 As a result, average

intrinsic motivation can fall, thereby limiting the value of monetary contracts.

11This point has also recently been made by Delfgaauw and Dur, 2003.
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Section 2 begins by constructing a simple model of effort exertion, where a bureaucrat chooses

how hard to work on behalf of a client. Section 3 illustrates how the relationship between client

and principal preferences leads to a demand for bias. The modeling work is extended in Section 4,

dealing with self-selection and the effect of wages on the intrinsic motivation of the burueacracy.

Section 5 concludes with a brief discussion.

2 The Model

An allocation A must be made to a client, where A can take on a value of 0 or 1. The surplus from

the allocation depends on a parameter α and is given by

S(A;α) =

1 if A = α,

0 otherwise.
(1)

Thus, social surplus is positive only if A is properly matched to the underlying environment, α,

and the cost of error is independent of which error is made - the marginal cost is 1. The true value

of α is unknown and can take two values α = 1 or α = 0 with equal probability. There are three

actors in the model, whose incentives and actions are described in turn.

The Client Let B(A,α) be the benefit obtained by the client if his type is truly α and the

allocation is A. The client observes a signal σ, which correctly identifies α with probability s ≥ 1
2 .

The only action taken by the client is to send a binary message m to the principal, where message

c means a complaint, and message n means that no complaint has been sent. This message is sent

after the agent proposes a treatment, a, for the client. There is a (monetary) cost δ ≥ 0 to making

a complaint. His objective is to choose m to maximize his expected benefits EB(A,α) minus the

cost of complaint.

For notational convenience, let β0 = B(0, 0)−B(1, 0) be the benefits attained by the client when

correctly given allocation 0 relative to being given allocation 1, and let β1 = B(1, 1)−B(0, 1) be the

benefits attained by the client when correctly given allocation 1 relative to being given allocation

0. Without loss of generality, let β1 ≥ 0. Thus, in the police example, β1 is the benefit of being

set free when innocent compared to being arrested, while β0 is the benefit of being arrested when

guilty compared to being set free.
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The Agent or Bureaucrat An agent exerts effort to determine the appropriate assignment. To

do so, she exerts effort e, which affects the precision of her estimate of the correct assignment, α.

She observes a signal φ ∈ {0, 1} which is correct with probability e, where she chooses between

high effort e or low effort e, where 1 ≥ e > e ≥ 1
2 . The cost of the low effort is normalized to

0 and the high effort costs d. Let a be the assignment recommended by the agent’s information.

The information of the agent is observable (but not contractible) to the principal; as a result, the

principal can always require that the agent provide whatever information she has.12

To render the problem interesting, assume that the effort of the agent cannot be observed. Her

preferences depend on: (i) her wage, (ii) her effort decision, and (iii) the welfare of the client. Her

utility is given by

Ua = w − dIe + vB(A,α), (2)

where Ie is an indicator equal to 1 if effort is high, and 0 otherwise. Unlike most agency problems,

it is assumed that the agent has preferences toward the client, where v measures the intensity with

which he associates with the client. (Altruism should be seen as a reduced form for a more general

set of preferences, as described in Section 5.) Begin by assuming that v is observable, and that it is

drawn from a distribution F , with density f that ranges from v to v. (The problem of unobservable

bias is considered in Section 4.) I assume that reservation wages are independent of v and equal to

0.

The Principal The principal plays two roles: (i) he hires an agent and designs a contract, and

(ii) he monitors the recommendation of the agent.

Contracts The principal hires an agent. Assume that incentives to that agent are provided by

an efficiency wage contract, where a worker earns a wage w unless fired. Specifically, the agent has

a reservation wage of 0, but faces a liquidity constraint whereby the wage must be non-negative.

If the agent is fired, she is instantaneously replaced by another.13 I assume that the principal

finds it sufficiently beneficial to induce effort exertion from his preferred type that he will incur the

monetary costs to do so.

12Note that this assumption rules out the possibility that the agent recommends a course of action not suggested
by her information, as was studied in Prendergast, 2003.

13It is assumed that the agent is replaced in order to avoid what I believe to be an unimportant incentive in these
contexts; namely, to investigate cases in order to save on wages, where the principal can pocket the efficiency wage
by finding evidence of misdoing by a bureaucrat. Realistically, investigations in the public sector are not carried out
for this purpose, as the fired worker is immediately replaced and no wage savings arise. As a result, assume that the
worker is replaced simply to avoid this incentive. Allowing this additional return to investigation does not, however,
change any of the results; instead, it simply offers an additional reason for investigating.
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Oversight After the agent has proposed an action and the client has sent his message, the prin-

cipal can monitor that decision. He is assumed to be uninformed (beyond the information provided

by the agent and client) unless he carries out an investigation. To model a role for investigations,

assume that the overseer chooses a probability of observing α at some cost. Specifically, the overseer

chooses a probability ρ with which he observes α, at a cost κ(ρ), which for simplicity, is assumed

to be quadratic: κ(ρ) = γρ2

2 , where γ ≥ 1.14 Complaints allow oversight to potentially be based on

the client’s message; accordingly, let ρ(a,m) be the probability that the principal investigates when

the agent recommends allocation a and the client responds with a message m. If an investigation

turns up evidence that the agent made a mistake, the principal overturns the agent’s decision. If

the investigation concurs with the agent’s findings, or there is no investigation, the decision remains

that was suggested by the agent.15 Oversight occurs in the subgame perfect fashion given available

information.

When choosing wage contracts and agent, the principal maximizes expected social surplus minus

the ex ante cost of providing incentives and the cost of investigations.16 The ex ante objective of

the principal is therefore to choose v∗ and w∗ to maximize

Eα,a,m[S − γρ2(a,m)
2

− w] (3)

subject to the effort incentives of the agent, the client’s propensity to complain, and the principal’s

ex post incentive to investigate the case.

Timing The timing of the game is as follows. First, the principal hires an agent and chooses the

wage to maximize ex ante expected surplus minus wage and investigation costs. Second, nature

assigns α to the client and the agent exerts effort. Third, the customer and the agent privately

observe their signals. Next, the agent provides his information a. Following this, the customer

send a message m (i.e., he complains or not). The principal observes the relevant information and

then monitors. If he observes α, he allocates A = α. Otherwise, the agent’s recommendation is

implemented. Finally, the agent is paid or replaced.

14In order to cut down on notation, it is assumed that the principal’s signal is perfect. Allowing for imperfect
observations by the principal does not change the qualitative results.

15For some bureaucratic decisions, this is not the correct allocation mechanism. For instance, patients have the
right to refuse surgery even if a doctor recommends it. These are typically only for those instances where the interests
of client and principal align; for instance, suspects cannot refuse to be arrested. In instances where incentives align,
the results of this section continue to hold with this allocation mechanism.

16Note that I have not included the cost of complaint here. This would be the case if the cost of complaint to the
client was a monetary transfer to the principal. However, allowing this cost to be deadweight loss does not change
the results.
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Equilibrium I characterize the Perfect Bayesian Nash equilibrium which yields highest surplus

to the principal. To avoid multiplicity of equilibria, attention is restricted to cases where messages

are meant literally, in the sense that a complaint weakly increases the likelihood of investigation,

ρ(a, c) ≥ ρ(a, n). This implies that those instances where complaints are informative are identified

(if they exist) as the principal would like to make oversight depend on all available information.

Consequently, the focus is on equilibria where client complaints reveal most information on the

decision of the bureaucrat. The formal program is defined in the Appendix.

3 The Demand for Bureaucratic Bias

To begin, consider the preferences of the principal for biased agents. To begin, consider the optimal

way of designing wages to induce effort exertion. This is described in Lemma 1.

Lemma 1 The principal (weakly) prefers to (i) hire the agent who receives highest private benefits

from exerting effort e and (ii) offer a contract where the agent is fired only if investigated and

incorrect, or not investigated and a complaint has been made.

The logic for this result is simple. The principal wishes the agent to exert high effort. There

are two ways of doing so: (i) changing the attributes of the agent, or (ii) providing monetary

incentives. But monetary incentives are costly, so the principal will (at least weakly) choose agents

whose incentives are greatest in the absence of monetary incentives.17

3.1 How Altruism Affects Incentives

Agents exert effort to affect the welfare of clients, which they value at a rate v. The welfare of

clients is affected by the accuracy of the decisions made by the agent, where more effort causes

more precise allocations. Accuracy is affected by two features: (i) how hard the agent works, e, and

(ii) how often her mistakes are corrected, ρ. Let ρ(α) be the probability that an incorrect decision

by the agent is corrected when the true state is α. The expected private (i.e., non-wage) benefit

that an agent of type v then receives is given by

v(e
B(0, 0) + B(1, 1)

2
+ (1− e)[ρ(1)

B(1, 1)
2

+ (1− ρ(1))
B(0, 1)

2
]+

(1− e)[ρ(0)
B(0, 0)

2
+ (1− ρ(0))

B(1, 0)
2

])− dIe. (4)

17In this sense, the paper shares some similarity with Dewatripont and Tirole, 1999, who show that offering agents
objectives that differ from that of the principal can increase effort exerted.
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Private benefits arise from two endogenous sources; how hard the agent works, and how often

mistakes are corrected. The change in private benefits from exerting effort is then given by

v(e− e)
[
β0(1− ρ(0)) + β1(1− ρ(1))

]
− d. (5)

To see how this affects the optimal selection of agents, note that increasing v only increases

marginal private benefits if

β1[1− ρ(1)] + β0[1− ρ(0)] ≥ 0. (6)

This condition generates all the results of the first half of the paper. If (6) holds, more altruistic

agents induce greater effort for any fixed wage contract; while if it is violated, more hostile agents

maximize effort incentives.

It is worthwhile deliberating on this condition. The change in the client’s welfare from more

effort is (e−e)
[
β0(1− ρ(0)) + β1(1− ρ(1))

]
. This depends on two factors. First, more effort makes

it more likely that the agent gets the benefits β1 and β0. Of course, these need not both be positive,

so the first factor that affects the outcome is how much the client desires the allocation when he

“should” get it (A = 1) compared to when he should not (A = 0). Second, it depends on how

often the bureaucrat is pivotal; in other words, the likelihood that her mistakes are not corrected,

1− ρ(.). To see this, consider the following cases.

1. When client and principal preferences align. In some settings, the interests of the client

and principal coincide. A good example of this would include a patient being evaluated for heart

surgery: only if the client truly needs the surgery is he likely to want it. This implies that β1 > 0

and β0 > 0. Then (6) always holds for any oversight levels, and the optimal choice of the agent

is the most altruistic. The idea is trivial; when clients have the same ranking of outcomes as the

principal, they value more accurate estimates of their needs, and the agent that cares most about

the client exerts the most effort. Proposition 1 immediately follows.

Proposition 1 Assume that βi ≥ 0. The principal (weakly) prefers to hire the agent whose pref-

erences most closely align with those of the client, type v.

An Example: Social Workers Researchers interested in understanding why social workers

perform as they do routinely emphasize their empathy and altruism towards clients. For instance,

in a survey on the preferences of social workers, Peabody, 1964, notes that “by far the most

dominant organizational goal perceived as important..is service to clientele” (p.66), where 83% of
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survey respondants view such service as important, compared to only 9% who see “obligation to

taxpayers” or “assistance to the public in general” as important concerns affecting their decisions.

Similar evidence is found in Weatherly et al., 1980, who note that “a feeling of wanting to help

others” was the main reason cited by workers in their job satisfaction. Brehm and Gates, 1997, find

that “social workers ranked their customers as the most important influence over how they spend

their time” with “helping others” as the single most common reason for liking their job. They

further note that those who hold these beliefs are more likely to do unpleasant aspects of their

jobs (such as taking paperwork home). Goodsell, 1981, describes the altruism of social workers

toward their clients in documenting that the greatest complaint that social workers have is “a

scarcity of resources with which to help clients”. (Note the difference below to the complaints of

police officers.) Along these lines, Kadushin, 1985, p.233, notes the absence of such altruism as a

sign of trouble in a social worker. This is supported by a series of studies predicting the turnover

behavior of social workers, such as Lee and Ashforth, 1993, Mor Barak et al., 2001, Ellett, 2001,

and Blankertz and Robinson, 1997, who illustrate a negative relationship between the turnover of

social workers and their reported commitment to clients.

2. When client preferences are opposed to those of the principal. The reason for altruism

above is the alignment of client and principal preferences. But, as mentioned above, a wide range

of bureaucratic environments involve clients who have preferences which relate little to those of

the principal. Accordingly, next consider the case where clients desire the good at least as much

when they do not deserve it as when they do, where −β0 ≥ β1 > 0. (For example, those who

have cheated on their taxes wish to avoid an audit at least as much as the honest.) In this case,

the desired characteristics of the bureaucrat depend on any difference between ρ(1) and ρ(0); more

simply, are some mistakes more likely to be corrected than others? But how mistakes are corrected

depends centrally on the role of clients as overseers, which is now addressed.

Client Oversight After the bureaucrat has made a recommendation, and the client has possibly

complained, the principal chooses ρ(a,m) to maximize surplus minus investigation costs; i.e., to

maximize

Eα[S − γρ2(a,m)
2

|a,m], (7)

given the information in the client’s message.18

First note that if the bureaucrat recommends giving the benefit (a = 1) to the client, the client

18Note the absence of wages here, as the worker is instantaneously replaced if fired.
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never complains as δ ≥ 0. In that case, the principal investigates with probability ρ∗(1, n) = 1−e
γ ,

as the unconditional likelihood of an error is 1− e. If the agent recommends a = 1, the likelihood

that an error is corrected is therefore

ρ(0) =
1− e

γ
. (8)

If the benefit to the client is denied, he may complain. But complaints only affect oversight if

they are informative, which means that it needs to be the case that the client complains only if

denied and his information disagrees with the allocation. If complaints are informative, then the

ex post efficient probability of oversight with recommendation a = 0 and message m is given by

ρ∗(0, n) =
(1− s)(1− e)

γ[es + (1− s)(1− e)]
(9)

and

ρ∗(0, c) =
s(1− e)

γ[e(1− s) + s(1− e)]
. (10)

As s ≥ 1
2 , this implies that ρ∗(0, c) ≥ ρ∗(0, n), so that clients can focus investigations. The ex ante

likelihood of an incorrect allocation of the good being corrected is then

ρ(1) = sρ∗(0, c) + (1− s)ρ∗(0, n). (11)

This exceeds ρ(0) for s > 1
2 ; in words, there is an asymmetry in oversight that favors clients. As

shown below, this affects the desired bureaucrat.

For complaints to be informative, there must be limits on the cost of complaint, δ; if δ is too

large, the client never complains, while if too small, he always complains when denied the benefit

(in any putative equilibrium where complaints are informative). Routine calculations show that

complaints are informative only if

s(1− e)
e(1− s) + s(1− e)

≥ δ

[ρ∗(0, c)− ρ∗(0, n)]β1
≥ (1− s)(1− e)

es + (1− s)(1− e)
(12)

Note that such a δ always exists, so that if for example, the principal could choose the cost of

complaint, he could always guarantee that it is informative.19

On the other hand, if complaints are not informative, the principal cannot garner extra infor-

mation on the bureaucrat’s behavior from the action of the client. In this case, ρ(1) = 1−e
γ , which

19It is here that the assumption that the principal observes the state of nature perfectly becomes quantitatively
important. When the principal does not observe the state perfectly, there is an additional incentive for the client to
complain when denied, even when he believes that the correct decision has been made, as there is now the chance
that the principal will incorrectly overturn the decision. This makes it more difficult to make complaints informative.
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is equal to ρ(0), so oversight is unbiased.

First consider the case where β1 < −β0: the guilty prefer being released more than the innocent.

Then the consumer always benefits from a less informed agent, even when the client’s complaints

are uninformative. This can be seen from (6) and simply reflects the fact that the client cares more

about avoiding investigation when guilty than avoiding investigation when innocent. Proposition

2 follows.

Proposition 2 Assume that −β0 > β1 > 0. Then the principal prefers to hire the agent who is

most hostile to the client.

Next consider the case where β1 = −β0. For instance, this could be a traffic fine, which has a

similar cost to the client whether he is guilty or innocent. Proposition 3 immediately follows.

Proposition 3 Assume that β1 = −β0. Then if complaints are informative, the principal hires the

agent who is most hostile to the client, v. Otherwise, the principal is indifferent.

To understand the intuition behind Proposition 3, begin with the case ρ(0) = ρ(1), where

complaints are uninformative. Since the client’s preferences are independent of the social optimum,

all that he cares about is the average probability of receiving the good. If ρ(0) = ρ(1), the

probability of receiving the benefit is 1
2 , independent of effort. Consequently, agent attributes

have no effect on effort and the choice of bureaucrat is irrelevant. But when the client can affect

oversight, (6) is always violated and incentives are maximized by hiring agents who are most hostile

to the client’s wishes. Here the client strictly prefers inaccurate decisions, because he can (at least

partially) correct the mistakes that harm him. Hence, the optimal response by the principal is to

hire the least altruistic.

Examples: Police Officers, IRS Officials Many goods allocated by the public sector are

benefits which are enjoyed independent of whether they are deserved. In some instances, the

undeserving enjoy these benefits as much if not more than the deserving. Police officers may be one

such example. There is a considerable amount of work on the attitudes of police officers, though

this work is more ethnographic than the statistical evidence that is available on social workers.

It would be hard to claim from the results of this literature, however, that they exhibit similar

attributes to social workers. Instead, they seem to treat their primary clients (suspects) with little

empathy, and were almost certainly less sympathetic than the average person. As Goodsell, 1981,

describes it “police officers have a cynical view of human nature,” while “social workers display just
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the opposite attitudes” (p.51). Such descriptions are commonplace, with Skolnick, 1966, concluding

that “the policeman is generally a ‘suspicious’ person” (p.44), which Goodsell believes to be “an

occupationally useful trait” (p.51).

Also notable is how different police officers perceive themselves to the general citizenry. Ac-

cording to Skolnick, 1968, “if any one finding can be said to characterize all of the recent studies

of police, it is the fact of social isolation..from the citizenry” (p.17). Specifically, compared to the

general public, police officers are “extremely ambivalent about the rights of others” (Manning and

Van Maanen, 1978, p.19) and view lack of support in convicting suspects from the public as their

greatest occupational concern. Furthermore, “the policeman feels that criminal procedure has been

unfairly weighted against him” (Skolnick, 1966, p.199), where “the state requires the policeman to

work in a milieu filled with extraneous and to him needless restrictions” (p.202).

3. When clients value the benefit, but more so when deserved Finally consider the case

where the client wants the benefit (β0 < 0), but values it more when he is deserving: β1 > −β0 > 0.

So, for instance, those who are truly ill want medical tests more than those who are using them

as a precautionary measure, or those who are truly destitute need welfare assistance more than

those whose needs are lower. In this instance, oversight is again given by (8), (9), and (10) when

complaints are informative. Proposition 4 follows.20

Proposition 4 Assume that β1 > −β0 > 0. If consumer complaints are uninformative, the prin-

cipal hires the most altruistic agent, v. If complaints are informative, the principal hires type v

if

β1

β0
≥ −

 1− 1−e
γ

1− s2(1−e)
γ[e(1−s)+s(1−e)] −

(1−s)2(1−e)
γ[es+(1−s)(1−e)]

 . (13)

Otherwise, he hires the least altruistic agent, v.

First consider the case of uninformative complaints. The reason for altruistic bureaucrats when

clients play no role in oversight is simply the mirror image of that above; here the agent cares

more about receiving the benefit when warranted than when not warranted, and so values more

accuracy. It follows that the most altruistic bureaucrats satisfy this need. Unlike the previous

cases, the outcome with informative complaints here depends on parameter values.

20To see this, note that ρ(1) = sρ∗(0, c) + (1− s)ρ∗(0, n) and ρ(0) = 1−e
γ

. Substituting these into (6) yields (13).
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What characteristics of the bureaucracy lead to more altruistic agents? How does the

nature of goods transacted by bureaucrats leads to their selection? Accordingly, (13) illustrates

how the optimal make-up of the bureaucracy depends on three factors: (i) the effect of being

“deserving” on client welfare from the benefit, (ii) how the client affects oversight, and (iii) the cost

of oversight.

1. The left hand side of (13) measures the value of the benefit when “deserved” relative to

“undeserved.” The greater it is, the more likely it is that altruistic agents will be hired, for

the reasons described above.

2. The choice of agent depends on the ability to investigate the bureaucrat’s decisions, where

outcomes that are more difficult to verify (γ increasing) result in more altruistic agents. To

see this, consider the outcome as γ → ∞, in which case the right hand side of (13) tends to

1. But then β1 > −β0 > 0 guarantees that (13) is satisfied, and so altruistic agents should

be hired. More informally, the reason why clients want less informed agents is loosely that

they can correct mistakes that harm them, but ultimately benefit from mistakes that are in

their favor. But this only works if their complaints result in these bad decisions being likely

to be overturned. When oversight is costly, clients cannot rely on complaint mechanisms to

correct the inaccurate decisions made that harm them, and their incentives become more in

line with those of the principal.

3. Finally, altruistic agents are less likely when clients are better informed. Again, consider

the outcome when s → 1
2 , in which case clients are uninformed. (For instance, a cancer

patient may know little about whether he is suitable for chemotherapy.) In this case, the

right hand side of (13) tends to 1, and again β1 > −β0 > 0 guarantees that (13) is satisfied.

Consequently, altruistic agents should be hired. The reason is similar to above; well informed

clients can effectively focus investigations on cases where they have been incorrectly denied,

better than their less well informed counterparts.

Examples: Doctors, INS Officials, Benefit Officers There are many goods that clients

want to receive, but where their demands are greater when they are “deserved.” For example,

insured patients want (costly) tests done on them, but they want them more when they are truly

ill. Similarly, while all applicants for visas would like to be admitted to the US, those who are

truly likely to be persecuted at home are more likely to desire immigration status. Finally, welfare

workers who allocate means tested benefits realize that applicants always want to be approved, but

desire approval more when they are truly in dire straights.
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Consider each in turn. With doctors, there is substantial variation in how aligned are the

preferences of the patient and the principal. At one extreme, few patients desire surgery when not

needed, so diagnosis for surgery would be better served by altruistic doctors. Yet this congruence

seems less true for other interventions. For example, many patients wish to receive antibiotics

for illnesses for which they are useless, and anecdotal wisdom suggests that doctors routinely

do so. Similarly, patients desire unnecessary tests if they do not pay their marginal costs. These

instances would suggest constraints on the altruism of doctors. These concerns would be particularly

important if patients are effective advocates in pointing out doctor error (s large), where poor

decisions could be easily overturned. But patients are often bamboozled by the details of their

diagnosis, and are often ineffective at pointing out diagnostic errors (except in unusual cases where

courts become involved). Similarly, investigation of medical malpractice is costly. As a result, the

analysis above would suggest that hiring altruistic doctors is optimal. By contrast, the calculus

for INS officials and Benefits officers seems different, largely because the undeserving receive such

large returns from being given unemployment assistance or a visa. As a result, this analysis would

suggest less reason to choose altruistic INS Officers or Benefits Officers than doctors.

To summarize, this section offers a very simple framework for understanding the role of client

advocacy on incentives. Four issues were highlighted. First, how does more accuracy affect the

client? Second, what role does the client have in oversight? The greater is that role, the more likely

are hostile bureaucrats. Third, how informed are clients about the correct treatment that they

should receive? Somewhat paradoxically, when clients are sufficiently well informed, the optimal

strategy is to hire agents who are indifferent to their clients. Finally, how easily can the principal

investigate whether the agent made the correct decision? When the principal can relatively easily

check outcomes, the more likely it is that the principal again chooses the least client-friendly agents.

To a lay person, the observation that a police force attracts a different sort of person than a

community welfare department may be so obvious as to hardly warrant stating. Yet these differences

ultimately relate to the nature of policing compared to being a social worker, and the purpose of

this section is to simply lay some groundwork that ultimately may be useful in identifying why

police officers may share characteristics with INS or IRS officials, but have a radically different

outlook to firemen, social workers, or employees in a hospital. Specifically, the claim here is that

the selection of bureaucrats depends on a complex interaction between how client advocacy affects

effort decisions, and the ability of losing parties to correct bureaucratic mistakes. This work raises

these issues, which occupy center stage elsewhere in the literature, to the attention of economists.
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4 The Self-Selection of Bureaucrats

The previous section identifies a demand for biased bureaucrats. But the bureaucracy will only

exhibit this bias if appropriate supply is forthcoming. It seems oftentimes unrealistic to assume

that preferences will be apparent in applicants; instead, the principal may be reliant on other

mechanisms. Two possibilities naturally arise. First, no one may know the preferences of the

agent at the outset. This would seem a plausible interpretation of a police officer, who has little

experience with suspects and whose preferences will only be revealed through the process of doing

the job. If these preferences ultimately become clear not only to the agent but also to the principal,

the results of the previous section continue to hold qualitatively, but at a later point. Alternatively,

it may be that the bureaucrat holds private information on her preferences. For instance, it is likely

that child care workers have more information on how much they like children than do potential

employers. This section is concerned with this case.

This extension yields the following results. There are two influences that result in more de-

sirable types self-selecting, which both result from the fact that more desired types work harder.

Specifically, they benefit from receiving (i) more utility from affecting the fate of clients, and (ii)

higher monetary compensation. Despite this, if preferences are sufficiently disperse, the bureau-

cracy becomes comprised of both the most desired agents and those with preferences least desired.

The reason is intuitive; while those who have the most desired preferences affect clients in the way

desired by the principal, those who have the least desirable preferences affect it in the way that they

desire, even though it is discordant with the principal’s desire. In effect, agents with discordant

preferences pay some monetary penalty to exercise their preferences, and it is the most discordant

who are willing to pay most.21

Another implication explored here is that incentive provision can backfire, in that increased

incentives reduce effort exerted. This arises for selection reasons. In the standard incarnation of

the efficiency wage model, higher wages induce agents to work harder, as their jobs become more

valuable. While this effect is evident here, there is a selection effect which can offer a countervailing

outcome. Greater efficiency wages increase the expected wage. This means that those who are not

intrinsically motivated now find the (higher paying) job more attractive, and so higher wages induce

more undesired agents to apply . In effect, monetary contracts induce people who are “in it for the

money” to apply, a point also made by Delfgaauw and Dur, 2003, which is ultimately harmful for

21For example, many disagree with a policy that restricts welfare benefits to the indigent or illegal immigrants.
On the basis of the previous section, this would naturally appear to be an occupation where the principal would hire
agents who are hostile to client interests. However, it may also be the case that those who care most about these
groups will select into these occupations in order to thwart the desires of the principal.
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efficiency.

In order to illustrate these influences, assume that v is private information for the agent.22

Furthermore, in order to reduce complexity, a number of simplifying changes are made to the basic

model.

4.1 Simplified Model

In this section, I make the following assumption:

• The equilibrium level of oversight by the principal ρ∗ is independent of the (perceived) effort

level of the agent and whether the client complains. Specifically, there is a (low) cost κ for

all ρ ≤ ρ∗ and a (high) cost κ for all ρ > ρ∗, such that the principal always monitors with

probability ρ∗.

To avoid detailing each of the cases above, attention is restricted to the situation where β1 > 0,

and β0 = 0. Following Proposition 1, the principal prefers the most altruistic agents.23 Unlike the

previous section, the principal cannot now observe the altruism of the applicant. Instead, he can

only observe who applies for the position, and randomly chooses among the applicants.

As complaints are uninformative, the principal cannot improve on a contract where the agent is

fired unless he is investigated and correct - he is indifferent between this contract and that outlined

in Lemma 1. For notational convenience, I assume this simpler contract. Note that as oversight is

optimally set at ρ∗, the probability that the allocation is correct is where either the agent is correct

(with probability e), or is incorrect but an investigation overturns the decision (with probability

(1− e)ρ∗). The cost of investigating is given by κ, and so the principal chooses w to maximize

E[e + (1− e)ρ∗ − w − κ], (14)

where the expectation is over the effort level exerted by the agent. The effort level exerted by the

agent depends on (i) what effort to exert, conditional on being hired - Incentive Compatibility, and

(ii) who applies for the position - Individual Rationality. Each is considered in turn.

The Incentive to Exert Effort Both monetary and non-monetary returns affect effort exertion.

The agent receives an expected wage of eρ∗w, while her decisions affect the utility of the client,

22Note here that the intrinsic motivation of any given worker is invariant to wages, unlike Frey and Jegen, forth-
coming, or Benabou and Tirole, 2003.

23This restriction is purely for notational simplicity. The results for the case where preferences are not aligned is
a mirror image of the results below.
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which she values at a rate v. If employed (the only relevant condition for the incentive compatibility

constraint), the utility of the client from her actions is (e+(1−e)ρ∗)B(1,1)
2 +(1−e)(1−ρ∗)B(1,0)

2 .24

As a result, simple computations show that the agent exerts high effort only if

[e− e]ρ∗w +
v

2
[e− e](1− ρ∗)β1 > d. (15)

This defines the critical value of v, called v̂, above which agents exert effort, defined by

v̂ =
d− [e− e]ρ∗w

[e− e](1− ρ∗)β1

2

. (16)

This condition is intuitive; those who feel greater altruism toward the client have greater utility

from exerting effort, where this incentive is increasing in the value that the client received from

increased accuracy (β1), and the likelihood that their effort is pivotal in the allocation (i.e., 1−ρ∗).25

Who Becomes a Bureaucrat? The novelty of this section arises from understanding who

applies for the position as agent. A agent applies for the position if her expected utility from doing

so exceeds her reservation utility. First consider the agent’s reservation utility: this consists of her

(zero) wage and the welfare she gets from the utility of the client. (Note here that the agent cares

about the outcome even if she does not work in the job, unlike Besley and Ghatak, 2004). Because

of this, her reservation utility depends on how hard alternative hires work. Let µ be the fraction

of agents who exert high effort, and define ε = µe + (1− µ)e as the expected level of effort. Then

the agent’s reservation utility is

v

2
[(ε + (1− ε)ρ∗)B(1, 1) + (1− ε)(1− ρ∗)B(1, 0)] . (17)

If instead the agent is hired, her utility from effort e is

eρ∗w +
v

2
[(e + (1− e)ρ∗)B(1, 1) + (1− e)(1− ρ∗)B(1, 0)]. (18)

Now consider the net utility from being employed as a bureaucrat. If the agent exerts effort e, her

rents are

eρ∗w +
v

2
(e− ε)(1− ρ∗)β1 − d. (19)

24With probability (e+(1−e)ρ∗)
2

the agent is correctly given the assignment A = 1, while with probability (1−e)(1−ρ∗)
2

he is incorrectly given the benefit.
25Note that the result that those who are more altruistic exert more effort only arises because β1 is positive; if the

client benefited more in states where it was undeserved (the IRS example) then the more altruistic agents would be
less likely to exert effort.
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This defines the critical value of altruism, ṽ(e), above which the agent applies for the position, given

by

ṽ(e) =
2(d− eρ∗w)

(e− ε)(1− ρ∗)β1
. (20)

Again, this is intuitive; those who are more altruistic value the increased utility that they provide

to the client, as they exert at least as much effort as the alternative hire. Of more interest is the

low effort agent. If the agent exerts effort e, her rents from the job are

eρ∗w +
v

2
(e− ε)(1− ρ∗)β1. (21)

This then defines a critical value of ṽ(e) given by

ṽ(e) =
−2eρ∗w

(e− ε)(1− ρ∗)β1
. (22)

Here ṽ(e) identifies the most altruistic (low-effort) person who applies for the position; all those

who are more altruistic do not do so (for µ > 0). All those who are less altruistic apply, although

they are precisely the type that the principal does not want to hire.

The reason should be clear. By exerting effort of e, the agent reduces the utility of the client

relative to a random alternative person who would get the job. But it is the least altruistic who

care least about this cost and so selection also comes from those most hostile to the client’s and

principal’s interests. Note also that if the distribution of preferences is sufficiently disperse: i.e., v

(v) is high (low), then this bifurcation arises if some choose not to participate.

Thus far, I have characterized two possible outcomes, one where all apply and where the equi-

librium is characterized by (16), or where some choose not to apply, in which the equilibrium is

characterized by (20) and (22). If all apply, then the bureaucracy is a random sample of the labor

force, and so, there is no selection of the type of agent preferred by the principal. On the other

hand, if some choose not to apply, then self-selection operates in a more interesting fashion. To

determine which outcome arises, what matters is whether the the participation constraints binds

for some workers.

First, consider the case where the participation constraints are not binding, so that all apply.

The relevant metric for how much effort is exerted is v̂, the critical level of indifference for the

incentive compatibility constraint. (Not surprisingly, v̂ is identical to the point where ṽ(e) = ṽ(e).)

In that case, if v̂ is interior, the usual positive effect of incentives on performance holds, in that

dv̂

dw
=

−2ρ∗

(1− ρ∗)β1
< 0, (23)
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so that higher wages reduce the critical level of altruism above which high effort ensues. If v̂ is not

interior, then contracts have no role on effort. The outcome where all apply arises for wages high

enough; i.e, where type v̂ finds it desirable to apply. Straightforward computations show that this

arises for all wages above ŵ, where ŵ = (ε−e)d
(e−ε)(e−ρ∗(e−ε)) .

Next consider the case where the wage is below ŵ, where the participation constraint binds

for some workers. Then the group that applies for the position is given by (i) all those with

altruism greater than ṽ(e), and (ii) all those with altruism less than ṽ(e).26 In other words,

the employees of bureaucracies often have radically different preferences; it is not simply that

preferences are randomly distributed with respect to the population (as would be the case when

the participation constraints do not bind), but rather are drawn disproportionately from both ends

of the distribution.27

The Effect of Increased Incentives The other main observation of this section is that the use

of more high-powered incentives can result in less effort. This arises simply because more incentives

can disproportionately select those with little intrinsic motivation to apply for the position. The

idea is quite intuitive: if firms increase wages, those who exert high effort benefit - by eρ∗dw, but so

also do those who exert low effort - by eρ∗dw. There is no necessary reason why this will increase

average efficiency.

A difficulty for comparative static exercises here is that the equilibrium of the model need not

be unique for any wage. This should not be surprising, as the decision of an agent to join depends

on who else is believed to join. As the objective of this section is simply to show a situation where

increased incentives can backfire, I ignore this here by assuming that the density f is small; the

implication of this is that changes in the fractions of different types of agents has little effect on a

given agent’s decision. Instead, her decision is dominated by wages and her own preferences.

To see this, note that when the participation constraints bind, expected effort is given by

ε = [1−F (ṽ(e))]e+F (ṽ(e))e
1−F (ṽ(e))+F (ṽ(e)) . Changing the wage then affects incentives via changes in the ṽ’s: does

a higher wage induce more supply from high effort agents or low effort agents? Note that if the

26If type v̂ does not want to participate, it is guaranteed that ṽ(e) > ṽ(e).
27It is worth giving an example to illustrate the influences at work. Consider the recruitment of officials who

allocate social welfare benefits. For the reasons described in Section 3, the principal is likely to desire agents who
are least altruistic towards the client, as these agents exert more effort. Those who are indeed least altruistic will
self-select, for the reason that it satisfies their greater desire to harm these clients (which high effort does). Yet, so
also does this occupation select the most altruistic, as they see their lower effort increasing their utility, which they
would like to see. It is only those who are relatively indifferent who are deterred from applying. In this sense, those
who allocate social welfare benefits may have radically different preferences to each other.
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equilibrium is unique,
dṽ(e)
dw

= −

(
eρ∗ − ṽ(e) (1−ρ∗)β1

2
dε
dw

(e− ε) (1−ρ∗)β1

2

)
. (24)

As a result, routine calculations show that

dε

dw
= [e− e]

2F (ṽ(e))f(ṽ(e))eρ∗

(e−ε)(1−ρ∗)β1
+ 2[1−F (ṽ(e))]f(ṽ(e))eρ∗

(e−ε)(1−ρ∗)β1

[1− F (ṽ(e))f(ṽ(e))ṽ(e)
(e−ε) − [1−F (ṽ(e))]f(ṽ(e))ṽ(e)

(e−ε) ][1− F (ṽ(e)) + F (ṽ(e))]2
, (25)

which has indeterminate sign. There are two sources of indeterminacy. The denominator contains

a term 1 − F (ṽ(e))f(ṽ(e))ṽ(e)
(e−ε) − [1−F (ṽ(e))]f(ṽ(e))ṽ(e)

(e−ε) , which itself has indeterminate sign. Only if this

term is positive will the equilibrium be continuous and unique. A sufficient conditon for this is that

f(ṽ) small, as I assume.

In this case, the outcome is determined by the numerator of (25), and the expected level of

effort is increasing in wages only if(
f(ṽ(e))

1− F (ṽ(e))

)
e

e− ε
> −

(
f(ṽ(e))
F (ṽ(e))

)
e

e− ε
. (26)

In effect, higher efficiency wages induce supply from both high effort and low effort agents, and

this term illustrates the conditions under which the high effort supply dominates. First, it depends

on the hazard rates, reflecting the relative proportions of high-effort and low-effort agents on the

margin. Second, it depends on the extent to which the agents gain from the increased efficiency

wage, which is proportional to effort exerted by the high and low effort agents- this is the numerator

of the second part of each side. This feature acts in favor of the high effort agents, as they benefit

from the higher wage more often. Finally, it depends on the effort exerted by others in the position,

because labor supply is affected by who may get the position, as this affects client welfare. To see

this, note that the alternative hire exerts expected effort ε, so the marginal private benefit from

being employed is proportional to e− ε. What this implies is that the marginal incentive to supply

high (low) effort is reduced if it is perceived that others do likewise.

Will selection be random or bifurcated? The principal can affect which equilibrium arises

through the choice of wage. There is little that is unintuitive here. The principal’s objective

function is linear in the expected effort of the agent and is given by [1− ρ∗]ε + ρ∗−w−κ. If wages

are set above ŵ, all apply for the position, and the marginal effect of wages on effort is positive. But

offering a wage this high has two problems. First, it is costly in the usual way of efficiency wages.

Second, it may be a lower wage offers higher average effort. As a result, the principal may choose

a wage such that the participation constraint binds for some workers, and so there is non-random
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selection.

Given this, which bureaucracies are most likely to exhibit this tendency? First, potential

bureaucrats must care sufficiently about the activity. As a result, it would not be surprising to see

that those who assign unemployment benefits or who provide social welfare benefits would exhibit

this form of selection, but it would be a less plausible explanation for selection at the Department

of Motor Vehicles, where it is hard to see the strength of preferences being strong enough. In

terms of the model, β is too small. To see this, note from (20) and (22) that ṽ(e) and ṽ(e) tend to

−∞ as β → 0, so long as the standard efficiency wage condition (e − e)ρ∗w ≥ d holds. In words,

when personal preferences are not important, the only thing that affects recruitment is wages, not

altruism. Another important issue is the extent to which the agent is pivotal - (1 − ρ∗)(e − ε) in

the model. Again, from (20) and (22), note that as 1− ρ tends to zero, the only factor that affects

supply is wages rather than v. Perhaps the most important aspect of this is the extent to which

bureaucrats are allowed to exercise discretion in their choices. In many bureaucracies, employees do

little more than rubber stamp documents which are provided by the client; again, the Department

of Motor Vehicles would be a good example. Only in instances where bureaucracies must delegate

decision-making to agents do these issues become important: relevant examples here would include

police officers, immigration officials, and social welfare workers at the Department of Children and

Family Services, who must use judgment in deciding whether to take a child from a family.

5 Conclusion

People often joke about how effectively institutions like the IRS and INS select employees charac-

terized by unpleasantness and a lack of willingness to help. This is often attributed to the fact that

they give out rents, and so have leeway to be unpleasant to clients without fear of “losing their

business.” Yet so also do doctors, nurses, firemen, social workers, and teachers give rents to clients,

yet do not seem to be as villifed.28 Indeed, a more common moniker for many of these individuals

is “do-gooders.” If nothing more, the purpose of this paper has been to argue that these differences

warrant study, and to offer a theory of how such attributes affect the efficiency of bureaucracies.

As with any model, the plausibility of the assumptions used determines its credibility. With

this in mind, consider the interpretation and plausibility of some of these.

28A common concern among economists regarding public bureaucracies is the absence of competition. While it
is true that there is little competition for the IRS or police force, it must be said that social welfare agencies, fire
departments, and hospitals (in many countries) also hold a monopoly over their services, with different perceptions
in the population.
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The Numeraire for Altruism Throughout the paper, the preferences of the agent have been

described as altruism towards the client. This is a reduced form for how bureaucrats trade off

allocative mistakes. The actions that the agent takes typically affect parties other than the “client”

of the model; for instance, taxpayers lose from giving benefits to an undeserving applicant. A

feature of many goods allocated by bureaucrats is that people disagree over their importance. For

example, some see income support programs as an important crutch for the poor, while others see

them as little more than an institutionalized mechanism to avoid work. What altruism in the model

refers to is how the agents value errors which act in favor of the affected client relative to the losses

which accrue to those who suffer from this mistake. So, for instance, v refers to the weight that

an agent places on a welfare recipient being given a dollar compared to the value that she places

on the loss of the dollar from general revenues. The numeraire, then, is the cost incurred on other

parties.

Complaints In the model, client complaints serve to focus particular attention on mistakes where

a “client” loses. More generally, this is meant as a metaphor for any asymmetry in oversight in

favor of the concentrated interests of losers. This is formalized through δ in the model, which if

low, allows the voice of the client to be heard louder than other (unmodeled) parties. Again this

need not be literally interpreted: instead, it represents any reason why a principal may intervene

more when there is a concentrated losing client than the losses which accrue to the population at

large. It could reflect the inherent preferences of the population; for instance, the judicial system

is designed to allow the innocent to go free, even at the expense of allowing some guilty to also

go free. Alternatively, it could represent an asymmetry in the way that bureaucrats are evaluated.

For instance, a doctor who inefficiently fails to give a treatment to a patient is often more likely to

be under much greater scrutiny than one who gives out treatments too freely. Or, finally it could

simply illustrate the older Stiglerian view of the ability of concentrated interests to lobby, such as

in many regulation settings. As such, the complaints metaphor should be seen as representing no

more than any asymmetry in favor of concentrated clients.

The Information and Actions of Agents Agents have been assumed here to know their

preferences before applying for the position. In some instances, this is reasonable; such as where

people have instincts about how they feel about those on welfare before applying for a position

allocating benefits. In others, this seems implausible. For instance, it seems likely that police

officers know little about how they trade off the welfare and rights of suspects before they join;

instead, the experience of being a police officer reveals their latent preferences. This changes the
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timing of events in the model, where the effects above take place from the point at which this

information is revealed, but leaves the qualitative implications unchanged.

A more serious concern is if the job determines the preferences of workers. Perhaps all police

officers ultimately become hostile to suspects, and all social workers become altruistic to those in

need. Then the job, rather than demand and supply conditions emphasized here, determine the

observed preferences of bureaucrats. There seem to be two natural responses to this criticism.

First, it seems unlikely that all employees share the same beliefs and desires; the evidence on the

turnover of social workers above would certainly suggest this, and the paper continues to offer

suggestions on who is likely to remain, and who will ultimately leave. Second, this paper can offer

a view on whether the observed attributes of bureaucrats, wherever they come from, are efficient;

in other words, is it a good thing that social workers who give out benefits show altruism, or that

INS officials are suspicious of entrants’ motives? As a result, if indeed the act of being a doctor

leads to altruism (or hostility) towards patients, is this something that is desirable?

Involvement In the model, it is assumed that the potential bureaucrat identifies the change in

the client’s welfare if she is employed when deciding to apply for the position. However, in some

instances, what may matter to the agent is her involvement in the decision. To take an extreme

example, consider the decision of a pacifist to join the army in wartime. In any objective sense,

his actions harm the “clients” that he faces; he shoots them. The assumptions of the model imply

that the army has an attraction to pacifists, because their actions may involve less killing than

would an alternative person hired into the army. This is not so if it is the agent’s involvement in

the outcome that affects their utility, as addressed in Besley and Ghatak, 2004. So a very altruistic

person may not become a soldier, as his actions harm the client in some absolute sense, even though

the alternatives for the client would be much harsher. As a result, it is important to note that the

results relate best to situations where what matters to the potential applicant is the utility of the

agent, whether the agent is involved in the decision or not.

Finally, it is worthwhile to relate these results back to the two economics literatures. First,

the literature on compensating differentials has long recognized that employees have job-related

preferences. But unlike the usual model of compensating differentials, the premise here is that

even after controlling for wages, employers care about who takes the job. Specifically, they prefer

those who exhibit the right kind of altruism over those who carry out the job simply for money.

The implication of this is the tension between selection and incentives above. Second, consider the

relationship to the literature on incentive provision. Most organizations use compensation plans

for the joint purposes of increasing effort and selecting workers with appropriate characteristics;
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not only does incentive pay increase effort, but it also helps to select the most able or motivated.

Much of the recent empirical work on incentives (at least for workers in simple jobs where output

can be measured) has emphasized these joint themes. (See Prendergast, 1999, for details.) Perhaps

the most important finding of this paper is that neither of these avenues is as straightforward in

resolving agency problems for bureaucrats.29 As such, this paper offers another reason why the

efficiency of bureaucracies is likely to be limited.

29In this sense, it follows Acemoglu and Verdier, 2000, and Prendergast, 2003, in its focus on the particular
difficulties of attaining bureaucratic efficiency.
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Appendix: Proofs of Results

The Formal Program: The formal program is described here for the case where B(1, 0) −
B(0, 0) > 0. The logic is identical for the case where the incentives of the client and principal align
and is not included for reasons of brevity.

The Incentive to Investigate Begin by considering the incentive to investigate. In any pure
strategy equilibrium, for any allocation proposed by the agent, complaints either reveal that the
information of the client differs (the informative case), or reveal no information (the uninformative
case). Let z(a,m) be the probability that the allocation made by the agent a is incorrect upon
receiving message m. Then maximizing (7) implies that the principal sets

ρ∗(a,m) =
z(a,m)

γ
. (27)

If complaints are informative ρ∗(a, c) = s(1−e)
γ[e(1−s)+s(1−e)] , ρ

∗(a, n) = (1−s)(1−e)
γ[es+(1−s)(1−e)] , while if com-

plaints are uninformative, ρ∗(a, .) = 1−e
γ .

The Incentive to Complain Next, let µ(a) be the probability that the agent complains when
the state allocated is a. If complaints are informative, this is given by (1−e)s, while if uninformative,
µ(a) equals 0 or 1. Note that a complaint increases the probability of the truly efficient state being
implemented, so that the agent complains if his signal disagrees when the recommendation is a if

s(1− e)
e(1− s) + s(1− e)

[ρ∗(a, c)− ρ∗(a, n)][B(j, j)−B(a, j)] ≥ δ. (28)

Similarly, the agent does not complain if his signal agrees only if

δ ≥ (1− s)(1− e)
es + (1− s)(1− e)

[ρ∗(a, c)− ρ∗(a, n)][B(j, j)−B(a, j)]. (29)

If B(1, 0)−B(0, 0) > 0, then as δ > 0, when a = 1, complaints are never informative, as complaining
increases the probability of the correct state being introduced. Then if (12) holds, complaints are
informative when a = 0, and otherwise uninformative when B(1, 0)−B(0, 0) > 0.

The Incentive to Exert Effort First consider the case where complaints are informative. The
agent exerts effort for two possible reasons: (i) wages, and (ii) private benefits. First consider the
agent’s wages. She is given w∗ if she is investigated and found to have been correct. This implies
that expected wages from an allocation a = 0 is

W ∗ = e(sρ∗(0, c) + (1− s)ρ∗(0, n))w∗, (30)

and from an allocation of a = 1 expected wages are

W ∗∗ = eρ∗(1, n)w∗. (31)
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Total expected wages are then given by W ∗+W ∗∗

2 . Expected private benefits, EB∗, are given by

EB∗

v
= [e + (1− e)(sρ∗(0, c) + (1− s)ρ∗(0, n))]

B(1, 1)
2

+ [e + (1− e)ρ∗(1, n)]
B(0, 0)

2
+

[(1− e)(1− (sρ∗(0, c) + (1− s)ρ∗(0, n))]
B(0, 1)

2
+ (1− e)(1− ρ∗(1, n))

B(1, 0)
2

, (32)

and total incentives are the sum of the two, where effort is exerted to maximize W ∗+W ∗∗

2 + EB∗.

Next consider the case where complaints are uninformative, so that they are always ignored if
offered. As a result, µ = 0 as ρ(a, c) ≥ ρ(a, n) and δ ≥ 0. Here the agent’s expected monetary
rewards are W ∗∗ and expected private benefits are given by

EB∗∗

v
= [e + (1− e)ρ∗(1, n)]

B(1, 1) + B(0, 0)
2

+ (1− e)(1− ρ∗(1, n))
B(0, 1) + B(1, 0)

2
. (33)

Here the agent exerts effort to maximize W ∗∗ + EB∗∗.

The choice of agent and contract Finally, consider the principal’s choice. First, consider
the case where complaints are informative. His objective is to maximize expected surplus minus
investigation and wage costs, which is given by

e + (1− e)ρ∗(1, n) + (1− e)sρ∗(0, c) + (1− e)(1− s)ρ∗(0, n)

− γρ∗(1, n)2

2
− s

γρ∗(0, c)2

2
− (1− s)

γρ∗(0, n)2

2
− W ∗ + W ∗∗

2
. (34)

When complaints are uninformative, the principal’s return is given by

e + (1− e)ρ∗(1, n)− γρ∗(1, n)2

2
−W ∗∗. (35)

The program of the principal then as follows.

1. If (12) holds, the principal maximizes (34) subject to the agent exerting effort to maximize
W ∗+W ∗∗

2 +EB∗, and the principal overseeing with probabilities ρ∗(0, c) = s(1−e)
γ[e(1−s)+s(1−e)] , ρ

∗(0, n) =
(1−s)(1−e)

γ[es+(1−s)(1−e)] , and ρ∗(1, n) = ρ∗(1, c) = 1−e
γ .

2. If (12) is violated, the principal maximizes (35) subject to the agent exerting effort to maxi-
mize W ∗∗ + EB∗∗, and the principal overseeing with probabilities ρ∗(a, c) = ρ∗(a, n) = 1−e

γ .

Note that in both instances the only effect of v on the principal’s return is through the effort de-
cisions that are made. Since w∗ > 0, it immediately follows that the principal chooses the agent
type that (weakly) exerts the most effort, as carried out in the text of the paper.

Proof of Lemma 1:

Two issues arise: (i) how costly is it to induce the agent to participate- individual rationality?,
and (ii) how costly is to induce effort exertion- incentive compatibility? Each are considered in
turn.
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Individual Rationality In this model, agents earn non-negative monetary rents. Hence, if
private benefits are greater than zero, there is always supply of labor from the principal’s most
preferred type. But the preferred agent receives zero marginal private benefits from being employed
in equilibrium. This is because the principal always induces effort exertion from the employee. As
a result, it makes no difference (in terms of private benefits) whether she works there, or someone
else does.

Monetary Incentives If employed, the agent is paid w. If fired, the agent is replaced. Con-
sequently, the principal chooses the lowest wage, w, such that the agent exerts effort. Consider
when the agent should be retained. The agent can propose a = 1 or a = 0. If a = 1 is proposed,
the agent never complains as δ > 0. It should be immediately apparent that if investigated and
wrong, the agent is fired. Similarly, the principal cannot improve on a contract where the agent
is retained if not investigated; the wage will be paid anyway, and this state has no effect on the
agent’s incentives. It should also be clear that the agent should be retained if investigated and
correct, as this increases incentives to exert effort.

Next, the agent can propose a = 0. Here the agent may complain, and so there are (possibly)
6 states: for each message sent by the client, there is a state (i) when not investigated, (ii) when
investigated and correct, and (iii) when investigated and incorrect. Again, it should be clear that if
investigated and incorrect, the agent should be fired. If not investigated and there is a complaint,
then the agent should also be fired, as probabilistically this reveals an incorrect decision by the
agent. Then it should be clear that if investigated and correct, the agent should be retained.

What remains is whether the agent should be retained when not investigated but there is no
complaint. If complaints are uninformative, then the principal is indifferent about whether to
retain the worker. If complaints are informative, then probabilistically the absence of a complaint
reveals information that the agent is correct, and so the principal can offer at least as low a wage
by retaining the worker in this state than firing her with any positive probability.
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